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Abstract. The complementation problem for nondeterministic word au-
tomata has numerous applications in formal verification. In particular,
the language-containment problem, to which many verification problems
are reduced, involves complementation. For automata on finite words,
which correspond to safety properties, complementation involves deter-
minization. The 2" blow-up that is caused by the subset construction is
justified by a tight lower bound. For Biichi automata on infinite words,
which are required for the modeling of liveness properties, optimal com-
plementation constructions are quite complicated, as the subset construc-
tion is not sufficient. We review here progress on this problem, which
dates back to its introduction in Biichi’s seminal 1962 paper.

1 Introduction

The complementation problem for nondeterministic word automata has numer-
ous applications in formal verification. In order to check that the language of
an automaton 4; is contained in the language of a second automaton A4z, one
checks that the intersection of A; with an automaton that complements As is
empty. Many problems in verification and design are reduced to language con-
tainment. In model checking, the automaton A; corresponds to the system, and
the automaton Ay corresponds to the property we wish to verify [21,37]. While
it is easy to complement properties given in terms of formulas in temporal logic,
complementation of properties given in terms of automata is not simple. Indeed,
a word w is rejected by a nondeterministic automaton A if all runs of A on w re-
jects the word. Thus, the complementary automaton has to consider all possible
runs, and complementation has the flavor of determinization.

For automata on finite words, determinization, and hence also complemen-
tation, is done via the subset construction [28]. Accordingly, if we start with a
nondeterministic automaton with n states, the complementary automaton may
have 2™ states. The exponential blow-up that is caused by the subset construc-
tion is justified by a tight lower bound: it is proved in [31] that for every n > 1,
there exists a language L,, that is recognized by a nondeterministic automaton
with n states, yet a nondeterministic automaton for the complement of L, has
at least 2" states (see also [2]).
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For Biichi automata on infinite words, which are required for the modeling
of liveness properties, optimal complementation constructions are quite compli-
cated, as the subset construction is not sufficient (but see erroneous claim in
[25]). Due to the lack of a simple complementation construction, the user is typ-
ically required to specify the property by a deterministic Biichi automaton [21]
(it is easy to complement a deterministic Biichi automaton), or to supply the au-
tomaton for the negation of the property [14]. Similarly, specification formalisms
like ETL [38], which have automata within the logic, involve complementation
of automata, and the difficulty of complementing Biichi automata is an obstacle
to practical use [1]. In fact, even when the properties are specified in LTL, com-
plementation is useful: the translators from LTL into automata have reached a
remarkable level of sophistication (c.f., [5,33,10,11]). Even though complemen-
tation of the automata is not explicitly required, the translations are so involved
that it is useful to checks their correctness, which involves complementation®.
Complementation is interesting in practice also because it enables refinement
and optimization techniques that are based on language containment rather
than simulation [21]%. Thus, an effective algorithm for the complementation of
Biichi automata would be of significant practical value.

Efforts to develop complementation constructions for nondeterministic Biichi
automata started early in the 60s, motivated by decision problems of second-
order logics. Biichi introduced these automata in 1962 and described a comple-
mentation construction that involved a Ramsey-based combinatorial argument
and a doubly-exponential blow-up in the state space [3]. Thus, complementing an
automaton with n states resulted in an automaton with 22°” states. In [32], an
improved implementation of Biichi’s construction is described, with only 20(n?)
states (see also [27]). Finally, in [29], Safra described a determinization construc-
tion, which also enables an O(n°™)) complementation construction, matching
a lower bound of n! described by Michel [23] (cf. [22]). Thus, from a theoretical
point of view, some considered the problem solved since 1988, since we seem to
have matching asymptotic upper and lower bounds.

Nevertheless, a careful analysis of the exact blow-up in Safra’s and Michel’s
bounds reveals an exponential gap in the constants hiding in the O() notations:
while the upper bound on the number of states in the complementary automaton
constructed by Safra is n?", Michel’s lower bound involves only an n! blow up,
which is roughly (n/e)™. This is in contrast with the case of automata on finite
words, where, as mentioned above, the upper and lower bounds coincide. In the
rest of this paper we describe more recent efforts to narrow this gap.

! For an LTL formula 4, one typically checks that both the intersection of A, with
A-y and the intersection of their complementary automata are empty.

2 Since complementation of Biichi automata is complicated, current research is focused
on ways in which fair simulation can approximate language containment [13], and
ways in which the complementation construction can be circumvented by manually
bridging the gap between fair simulation and language containment [15].



2 Background

Given an alphabet X, an infinite word over X' is an infinite sequence w = 0¢- 07
o9+ -+ of letters in Y. An automaton on infinite words is A = (X, Q, Qin, p, @),
where X is the input alphabet, @ is a finite set of states, p : Q x X — 2% is
a transition function, Q;, C @ is a set of initial states, and « is an acceptance
condition (a condition that defines a subset of Q*). Intuitively, p(q, o) is the set
of states that A can move into when it is in state ¢ and it reads the letter o.
Since the transition function of A may specify many possible transitions for each
state and letter, A is not deterministic.

A runof Aonw is a function r : IN — @ where (0) € Q;y, (i.e., the run starts
in an initial state) and for every I > 0, we have r(I + 1) € p(r(l),0;) (ie., the
run obeys the transition function). In automata over finite words, acceptance is
defined according to the last state visited by the run. When the words are infinite,
there is no such thing as a “last state”, and acceptance is defined according to
the set Inf(r) of states that r visits infinitely often, i.e., Inf(r) = {q¢ € Q :
for im. [ € IN, we have r(l) = q}. As Q is finite, it is guaranteed that Inf(r) # 0.
The way we refer to Inf(r) depends on the acceptance condition of A. In Biichi
automata, o C @, and r is accepting iff Inf(r) N a # 0. Dually, in co-Biichi
automata, « C @, and r is accepting iff Inf(r) Na = 0.

Since A is not deterministic, it may have many runs on w. There are two,
dual, ways in which we can refer to the many runs. When A is an existential
automaton (or simply a nondeterministic automaton, as we shall call it in the
sequel), it accepts an input word w iff there exists an accepting run of A on w.
When A is a universal automaton, it accepts an input word w iff all the runs
of A on w are accepting. The language of A, denoted L£(.A) consists of all words
accepted by A.

We use three-letter acronyms to describe types of automata. The first letter
describes the transition structure and is one of “N” (nondeterministic), and “U”
(universal). The second letter describes the acceptance condition; in this paper
we only consider “B” (Biichi) and “C” (co-Biichi). The third letter describes the
objects on which the automata run; in this paper we are only concerned with “W”
(infinite words). Thus, for example, NBW designates a nondeterministic Biichi
word automaton and UCW designates a universal co-Biichi word automaton.

A lower bound for complementing NBW was established by Michel [23] (cf.
[22]). Consider the alphabet X, = {1,...,n}. Let w = ag, a1, ... be a word over
Yn. An infinite path in w is a an infinite subsequence a;,, Gig+1, iy @iy +1, - - -
such Aij+1 = Gy, for j > 0; that is, an infinite path in w is an infinite subword
of matching pairs of leters. Let L,, be the language of infinite words over X,
with infinite paths.

Theorem 1. [23]

— Ly, can be defined using an n-state NBW.
— X% — L, cannot be defined using an NBW with fewer than n! states.



3 Complementation via Ranks

In [18]3, the following approach for NBW complementation is described: in or-
der to complement an NBW, first dualize the transition function and the accep-
tance condition, and then translate the resulting UCW automaton back to an
NBW. By [26], the dual automaton accepts the complementary language, and
so does the nondeterministic automaton we end up with. Thus, rather than de-
terminization, complementation is based on a translation of universal automata
to nondeterministic ones, which turns out to be simpler. (See also [35].)

Consider a UCW A = (¥, Q, Qin,0,a). The runs of A on a word w = oy -
o1 -+ can be arranged in an infinite DAG (directed acyclic graph) G, = (V, E),
where

— V € @ x IN is such that (g,!) € V iff some run of A on w has r(l) = ¢. For
example, the first level of G,, contains the nodes Q;,, x {0}.

— E CUpj»o(@xA{l}) x (Qx{l+1})is such that E((q,1), (¢, 1+1)) iff (¢,1) € V
and ¢’ € 6(q,07).

Thus, G,, embodies exactly all the runs of A on w. We call G,, the run DAG of
A on w, and we say that G,, is accepting if all its paths satisfy the acceptance
condition a. Note that A accepts w iff G, is accepting. We say that a node
(¢',y is a successor of a node (q,l) iff E((q,1),{q,l")). We say that (¢,1")
is reachable from (q,l) iff there exists a sequence (qo,lo), (q1,11), (g2, l2),... of
successive nodes such that (g,{) = {(qo,lo), and there exists ¢ > 0 such that
(¢, 1"y = {qi,l;). For aset S C @, we say that a node {q,l) of G,, is an S-node if
q€eS.

A short detour is now required. A fair transition system M = (W, Wy, R, F')
consists of a state set W (not necessarily finite), an initial state set Wy C W, a
transition relation R C W2, and a fair state set F C W. An infinite trace of M
is an infinite state sequence wp,ws, ... such that wog € Wy and (w;, wi+1) € R
for all 4 > 0. This trace is fair if w; € F for infinitely many i’s. We say that M
fairly terminates if it has no fair infinite trace. Fair termination is a fundamental
property of transition systems, as verification of linear temporal properties for
transition systems can be reduced to fair-termination checking [36].

Emerson and Clarke characterized fair termination in terms of a nested fix-
point computation [6]. Let X, Y C W. Define until(X,Y") as the set of states in
X that can properly reach Y while staying in X . That is, until(X,Y) consists
of states x such that there is a sequence xg,...,xs, kK > 0, where z; € Y and
x; € X for 0 <14 < k. Clearly, until(X,Y’) can be defined in terms of a least fix-
point. Consider now the following greatest fixpoint “algorithm”, which we refer
to by EC:

Q—W
while change do

Q— QNuntil(Q,QNF)

3 Preliminary version appeared in [17].



endwhile
return (Wo N Q = 0)

Emerson and Clarke showed that EC returns TRUE precisely when M fairly
terminates. The intuition is that we can safely delete states that cannot be on
a fair infinite trace because they cannot properly reach F' even once. Note that
the inner fixpoint, required to compute until(Q,Q N F always converges in w
stages, since it concerns only finite traces, while the outer fixpoint may require
transfinite stages to converge, when W is infinite. For finite transition systems,
EC is a real algorithm for fair-termination detection [7], which is used widely in
symbolic model checking [4].

A run DAG can be viewed as a fair transition system. Consider a UCW A =
(X,Q, Qin, d, @), with a run pAG G, = (V| E). The corresponding fair transition
system is My, = (V, Qin X {0}, E, o x IN). Clearly, G,, is accepting iff M,, fairly
terminates. EC can therefore be applied to M,,. Using this characterization of
acceptance, we can assign ranks to the nodes of V', as follows: a node is assigned
rank 7 if it is deleted at the i-th iteration of the loop in EC. Since all nodes of G,,
are reachable from Q;, x {0}, all nodes will be assigned a rank if G,, is accepting.
Intuitively, ranks measure the “progress” made by a node towards acceptance
[16]. We can view these ranks as evidence that G,, is accepting. As we noted,
however, transfinite ranks are required in general, while we desire finite ranks
for the complementation construction.

To that end we refer to a heuristic improvement of EC, developed in [8], and
referred to by OWCTY. Let X C W be a set of states in a transition system
M = (W,Wy, R, F). By next(X) we refer to states who has successors in X,
that is, all states € W such that there is a state y € W where (z,y) € R and
y € X. OWCTY is obtained from EC by adding an inner loop?*:

Q=W
while change do
while change do
Q — Q Nnext(Q)
endwhile
Q— QnNuntil(Q,QNF)
endwhile
return (Wo N Q = 0)

Note that the additional inner loop deletes states that have no successor. Such
states surely cannot lie on a fair infinite trace, which ensure that OWCTY is
a correct characterization of fair termination. Surprisingly, while EC requires,
in general, transfinitely many stages to converge, it is shown in [18] that when
OWCTY is applied to fair transition systems of the form M., for a UCW A with
n states, the external loop always converges in at most n iterations. The crucial
fact here is that each level of G,, has at most n nodes. This enables us to assign
finite ranks to the nodes of G,, as follows (we count iterations from 0):

4 The additional loop here precedes the inner statement of EC, while in [8] it succeeds
it. This is not an essential change.



— Assign a node v rank 27 if it is deleted in the i-th iteration by the statement
Q — QNnext(Q).

— Assign a node v rank 2i+ if it is deleted in the i-th iteration by the statement
Q— QnNuntil(Q,QNF).

It is shown in [12,18] that precisely the ranks 0,...,2n — 2 are needed (see also
[16]).

We can now characterize accepting run DAGs in terms of ranks. Consider an
n-state UCW A = (X, Q, Qin, 6, ), with a run pac G, = (V, E). A C-ranking
for G,, is a mapping f: V — {0,...,2n — 2} such that

1. For all nodes (q,1) € V, if f({g,)) is odd, then ¢ & «.
2. For all edges ({g,1), (¢',1 + 1)) € B, we have f((¢/,1+1)) < f((g, ).

Thus, a C-ranking associates with each node in G,, a rank so that the ranks
along paths do not increase, and a-nodes get only even ranks. We say that a
node (g,1) is an odd node if f({(g,1)) is odd. Note that each path in G,, eventually
gets trapped in some rank. We say that the C-ranking f is an odd C-ranking if
all the paths of G,, eventually get trapped in odd ranks. Formally, f is odd iff
for all paths (qo,0), (g1, 1), {g2,2), ... in G, there is [ > 0 such that f({g;,!)) is
odd, and for all I’ > [, we have f({(qi,!')) = f({q;,1)). Note that, equivalently, f
is odd if every path of G,, has infinitely many odd nodes.

Lemma 1. [18] The following are equivalent.

1. All paths of G, have only finitely many a-nodes.
2. There is an odd C-ranking for G, .

The fact that the nodes of a run DAG can be assigned finite ranks means
that we can characterize acceptance using a variation of the subset construction,
where each element of the subset also carries a rank. It is easy to check that the
two conditions of C-ranking hold, since these involve only local conditions. Here
is a first attempt to construct an NBW A’ that is equivalent to the UCW A.
When A’ reads a word w, it guesses a C-ranking for the run DAG G, of A on w.
At a given point of a run of A’, it keeps in its memory a whole level of G,, and
a guess for the ranks of the nodes at this level.

Before we define A’, we need some notation. A level ranking for A is a function
g:Q — {0,...,2n — 2}, such that if g(q) is odd, then ¢ & . Let R be the set of
all level rankings. For a subset S of @ and a letter o, let §(S,0) = (J,c49(s,0).
Note that if level [ in G, for [ > 0, contains the states in S, and the (I + 1)-th
letter in w is o, then level [ + 1 of G,, contains the states in §(S, o). For two
level rankings g and ¢’ in R, a set S C @, and a letter o, we say that g’ covers
(g,5,0) if for all ¢ € S and ¢’ € §(q,0), we have ¢'(¢') < g(q). Thus, if the nodes
of level [ contain exactly all the states in S, g describes the ranks of these nodes,
and the (I 4+ 1)-th letter in w is o, then ¢’ is a possible level ranking for level
I+ 1. Finally, for g € R, let odd(g) = {q : g(q) is odd}. Thus, a state of @ is in
odd(g) if has an odd rank.



We can now try to define A’ as follows. For the state set we take Q' =
2% x R and @), = Qin x R. Thus, a state of A’ is simply a ranked subset of
Q. Now we can define the transition function by §'((S, g),o) = {{§(S,0),q’) :
g’ covers (g, S,0)}. This definition guarantees that A’ is guessing a C-ranking
of a run DAG G,. Unfortunately, this is not sufficient. To ensure that G, is
accepting we need to find an odd C-ranking. It is not clear how A’ can check for
oddness, which seems to be a global condition. To overcome this difficulty we
use a technique due to [24], which uses a second subset construction to ensure
that no path of G,, get stuck in an odd rank.
Let A = (X, Q,Q.,,d, ), where
— Q' =29 x 29 x R, where a state (S,0,g) € Q' indicates that the current
level of the run DAG contains the states in S, the set O C S contains states
along paths that have not visited an odd node since the last time O has been
empty, and g is the guessed level ranking for the current level.
QL = {Qun} < {0} X R.
— ¢’ is defined, for all (S,0,g) € Q" and o € X, as follows.
o If O # (), then

8 ((S,0,9),0) ={{(6(S,0),6(0,0) \ odd(g'),q") : g’ covers (g,S,0)}.
e If O = (), then
8 ((S,0,9),0) ={(6(S,0),6(S,0) \ odd(g'),g') : g’ covers (g, S,0)}.
— o =29 x {0} x R.

An easy analysis show that 4’ has at most (6n)™) states. This should be con-
trasted with the bound of n?" that results from determinization [29].

Theorem 2. [18] Let A be a UCW with n states. Then A’ has at most (6n)"
states and L(A") = L(A).

A report on an implementation of this construction, which includes also many
optimizations, can be found in [12].

4 Tight Rankings

While the upper bound bound of (6n)™ described above is exponentially better
than the bound of n?" obtained via determinization, is is still exponentially far
from the lower bound of n!. Recent results have improved both the upper and
lower bounds.

For the upper bound, it was shown in [9] that the rank-based construction
can be tightened. Consider a UCW A and a word w € X accepted by A. For
the run dag G, of A on w, let maz_rank(G,,) be the maximal rank that a node
in G, gets. For a rank j € {0,...,2n — 2}, let [j]°¢ be all odd ranks less than
or equal to j.



Lemma 2. [9] There is a limit level | > 0 such that for each level I’ > 1, and for
all ranks j € [mazx_rank(G,,)]°%?, there is a node (g,1') such that rank(q,1') = j.

Recall that a level ranking for A is a function g : @ — {0,...,2n — 2}, such
that if g(q) is odd, then g ¢ «. Let maxz_odd(g) be the maximal odd number in
the range of g.

Definition 1. We say that a level ranking g is tight if

1. the mazximal rank in the range of g is odd, and
2. for all j € [max_odd(g)]°®®, there is a state ¢ € Q with g(q) = j.

Lemma 3. [9] There is a level | > 0 such that for each level I" > 1, the level
ranking that corresponds to l' is tight.

It follows that we can improve the earlier complementation construction and
restrict the set R of possible level rankings to the set of tight level rankings.
Since, however, the tightness of the level ranking is guaranteed only beyond the
limit level [ of G,,, we also need to guess this level, and proceed with the usual
subset construction until we reach it. Formally, we suggest the following modified
construction.

Let A= (X,Q,Qin,d, ) be a UCW, and let Rygn:e be the set of tight level
rankings for A. Let A' = (X, Q’,Q5,,,¢", ), where

- Q' =29U(29x29 x Riight), where a state S € @’ indicates that the current
level of the run DAG contains the states in S, and a state (S,0,g) € Q' is

similar to the states in the earlier construction; in particular, O C S.

— Q},, = {Qin}. Thus, the run starts in a “subset mode”, corresponding to a
guess that the limit level has not been reached yet.
— For all states in Q' of the form S € 22 and o € X, we have that

8'(S,0) ={6(S,0)} U{(6(S,0),0,9) : and g € Reight }-

Thus, at each point in the subset mode, A" may guess that the current level is
the limit level, and move to a “subset+ranks” mode, where it proceeds as the
NBW constructed earlier. Thus, for states of the form (S, O, g), the transition
function is as described earlier, except that level rankings are restricted to tight
ones.

Theorem 3. [9] Let A be a UCW. Then L(A") = L(A).

It remains to analyze carefully the complexity of this construction. Let tight(n)
be the number of tight level rankings for automata with n states. Is is easy to
see that A’ needs at most 3™ - tight(n) states. A careful analysis, based on an
asymptotic approximation of Stirling Numbers of The Second Kind [34], yields
that tight(n) is bounded by (0.76n)™. We also have a factor of 3" that results
from the two subset constructions; recall that a state has the form (S, O, g}, in
which S and O are subsets of the state space of the original automaton, with



O C S, and g is a tight level ranking. This analysis ignores possible relations
between the pair (S, O) and the tight level ranking g associated with it.

Consider a state (S, O, g) of the NBW A’ constructed. Since we are interested
only in the ranks of states in S, we can assume without loss of generality that
g assigns the rank 0 to all states not in S. In addition, as O maintains the set
of states that have not been visited an odd vertex, g maps all the states in O to
an even rank. A careful combinatorial analysis now yields the following.

Theorem 4. [9] Let A be a UCW with n states. Then there is an NBW A’ with
at most (0.97n)™ states such that L(A) = L(A).

In particular, the upper bound is lower than n™, which would have been a “clean”
bound. Recent progress has also been made on the lower-bound front. It is shown
in [39] that the complementary automaton needs to maintain all tight level
rankings, resulting in a lower bound of (0.76n)", which is exponentially stronger
than the previous bound of n! &~ (n/e)™. An exponential bound remains between
the upper bound of (0.97n)™ and the lower bound of (0.76n)™). Closing this gap
is a tantalizing open question.

5 Concluding Remarks

Our focus in this paper was on the theoretical aspect of Biichi complementation.
It is important to note that this is also an important practical problem. No
verification tool so far supports the unrestricted use of Biichi automata as a
specification formalism, due to the perceived difficulty of complementation. In
spite of some recent progress in implementing Biichi complementation [12], more
work needs to be done to make this practically viable.

It should also be noted that complementation is important for automata
on infinite words with stronger acceptance conditions, such as generalized Biichi
automata [20] and Streett automata [19]. In particular, Streett automata express
strong fairness in a natural way. A Streett acceptance condition consists of a
set of pairs (L, R) of sets of states. The requirement is that if a run visits L
infinitely often, it also visits R infinitely often. The best known upper bound for
complementing a Streett automaton with n states and k pairs is (kn)°®*?) [16,
19, 30]. The only known lower bound is of (kn)®™ [39).
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